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Intuition: Given the bilinear problem below let’s run the continuous GDA.

• We show that Gradient Descent Ascent (GDA) diverges even for 𝑥𝑇𝐴𝑦.

• Previously we motivated the Last iterate convergence.
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• Question: Can we fix this behavior? We can use “optimism” (negative momentum). 

𝑥𝑡+1 = 𝑥𝑡 − 𝜂 ⋅ 𝛻𝑥𝑓 𝑥𝑡, 𝑦𝑡
+ 𝜼/𝟐 ⋅ 𝛁𝒙𝒇(𝒙𝒕−𝟏, 𝒚𝒕−𝟏)

𝑦𝑡+1 = 𝑦𝑡 + 𝜂 ⋅ 𝛻𝑦𝑓 𝑥𝑡, 𝑦𝑡
− 𝜼/𝟐 ⋅ 𝛁𝒚𝒇(𝒙𝒕−𝟏, 𝒚𝒕−𝟏)
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Let’s make it linear system!
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• Projected Optimistic GDA not clear if works… Let’s do Optimistic MWU!
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• Min-max theorem is not applicable. How can we solve such a problem?

Relax the solution concept…

• Does there always exist a local Nash? Is it a good solution concept?No! Not sure…
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Remarks
• This is a local result!
• Unfortunately the inclusions can be strict!
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Conclusion

• Introduction to min-max optimization.

– Negative momentum for last iterate convergence.

– Bilinear unconstrained and constrained

– Local Nash

• Next lecture we will talk about Multi-Armed 
Bandits.


